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Raised-line graphics are tactile documents made for people with visual impairments (VI). Their exploration relies on a complex 

two-handed behavior. To better understand the cognitive processes underlying this exploration, we proposed a new method 

based on “tactile fixations”. A tactile fixation occurs when a finger is stationary within a specific spatial and temporal window. 

It is known that stationary fingers play an active role when exploring tactile graphics, but they have never been defined or 

studied before. In this study, we first defined the concept of tactile fixation, then we conducted a behavioral study with ten 

participants with VI in order to assess the role of tactile fixations under different conditions. The results show that tactile 

fixations vary according to different factors such as the graphic type as well as the involved hand and the aim of the 

exploration. 
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1 INTRODUCTION 

Raised-line graphics are commonly used in education centers for people with visual impairments (VI) to provide 

access to mathematical graphs, maps, drawings, etc. These graphics are often printed on Swell Touch Paper 

and allow people with VI to explore the lines (raised by the printer) with their fingers. The design of such graphics 

include many elements such as legends, textures, symbols, dots, lines, etc. [12] and the complexity of the 

graphic depends on the number of these elements. The design process relies on the experience of the 

document maker and depends on many factors such as the perceptual and cognitive capacities of the end-user, 

the type and the aim of the graphic, etc. Therefore, there is a need to better understand how people with VI 

explore such graphics. This knowledge would help to design better tactile graphics but would also help to design 

better interactive graphics (i.e. talking tactile graphics, see [7] [30]) 

When exploring a raised-line graphic, cognitive exploration strategies may differ across users [1] [21] [25] 

[46]. The basic purpose of the cognitive exploration strategies is to find out what information is encoded in the 

graphic and to elaborate and memorize a functional mental representation of the graphic [22]. In fact, hand 

movements can reveal underlying strategies [19] [42]. For example, Wijnthes et al. [46] identified three 

categories of hand movements based on the use of one hand only, both hands alternately or both hands 

simultaneously. All these studies revealed that the fingers are not always moving and may perform different 

actions during the exploration. For instance, it has been observed that the hands can be stationary during the 

exploration. But, little is known about how people with VI use their two hands to explore these graphics, and 

there is a lack of measures to evaluate these explorations. 

In this work, we focused on the users’ finger movements by introducing a behavioral marker called “tactile 

fixation”. A tactile fixation occurs when a finger is motionless within a spatial and temporal window. When people 

with VI explore a raised-line graphic, their fingers often stop over specific elements of the graphics. Identifying 

tactile fixations can provide valuable information on the salient areas of the graphics and on the exploration 

strategies of the users. Therefore, in this paper, we address different research questions on how to identify 

tactile fixations and on the role of tactile fixations during the exploration of raised-line graphics. 

To answer these questions, we conducted a behavioral study with 10 people with VI who performed tactile 

exploration tasks on different types of raised-line graphics and with different instructions. We logged the 

participants’ finger movements and we identified tactile fixations from the recorded finger paths with a fixation 

detection algorithm based on previous research on eye movements. The statistical analyses show that there 

are tactile fixations of different durations, which are involved in different one-handed or two-handed behavioral 

patterns. Finally, we illustrate these different behavioral patterns and discuss the interest of this new approach 

on the design of raised-line graphics as well as on the design of non-visual interfaces or/and interaction 

techniques. 

In summary, our contributions are: 1) the definition of the concept of “tactile fixation” which is a behavioral 

marker on how people with VI explore raised-line graphics; 2) a method (with an algorithm) to detect “tactile 

fixations”; 3) the analysis of tactile fixations in terms of perception and comprehension of tactile graphics using 

a set of hand movement data. 

2 RELATED WORK 
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Most of previous work on raised-line graphics exploration has focused on how people with VI explore tactile 

graphics, including the analysis of cognitive strategies and the identification rates of the graphics. In this section, 

we provide a presentation of these findings. 

2.1 Tactile exploration of graphics 

Hand-based tactile exploration [34] is an important way to retrieve information, especially for people with VI. 

Previous research has started to investigate how people with VI use their hands to explore raised-line graphics  

[1] [36] [42] [46]. For example, Symmons et al. [42] described hand movements of blindfolded sighted 

participants during the exploration of raised-line graphics. They showed that most subjects use their index 

finger(s), either alone or in combination with other fingers. Participants generally explored the left part of the 

graphic with their left hand and the right part with their right hand. In addition, Bardot et al. [1] proposed a study 

with five types of raised-line graphics and compared the exploration of blindfolded people and people with VI. 

The results showed that people with VI used mainly the left hand to explore a graphic compared to blindfolded 

people. Finally, Wijntjes et al. [46] classified hand movements into three categories: a) use of one hand (the 

other hand is outside of the graphic) to perceive graphical elements; b) alternate use of both hands (while one 

hand explores, the other hand is motionless on the graphic); c) simultaneous use of both hands (both hands 

explore at the same time). The authors showed that participants explored with both hands in more than 83% of 

the exploration time, which significantly increased the identification of raised-line graphics. Altogether, it 

suggests that using both hands during a tactile exploration is more effective than using a single hand. 

2.2 Recognition of tactile graphics 

The field of psychology has widely studied whether visual experience is required for the identification or 

recognition of raised-line graphics [20] [21] [27] [31] [33] [36] [45]. Generally, these studies focused on raised-

line graphics of common objects (usually from Snodgrass et al. [41]) or patterns (i.e. specific graphic 

combinations [31] [47]) which participants had to recognize. The studies were based on comparative studies 

involving people with different visual capacities, such as early blind, late blind and sighted people, which showed 

contradictory results. Some studies showed that sighted people had better recognition rates than people with 

VI [35] [45]; while others found opposite results [21]. Interestingly, Lebaz et al. [31] used non-significant graphics 

instead of common objects and found that recognition depends on the participant’s profile (i.e. spatial, 

visuospatial or kinesthetic memory). Nevertheless, these studies still mainly focus on the identification or 

recognition of the raised-line graphics and have never tried to further investigate participants' cognitive 

exploration strategies during the exploration process. Therefore, although we have the basic knowledge that 

people with VI are able to identify raised-line graphics, it is still not clear how they rely on tactile exploration to 

understand tactile graphics. 

2.3 Cognitive exploration strategies without vision 

Prior works on tactile exploration without vision have shown different cognitive exploration strategies when 

people with VI discover and memorize spatial graphics, but none of them investigated this research question 

based on tactile fixations. Although it is a challenge to link exploration behaviors (i.e. what one can observe) 

with the goals (i.e. what the user intends to do) [32], the observation of the exploratory movements on the spatial 

layout can provide information on the underlying user’s cognitive strategy. It might not be exhaustive, but to 
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date, different studies converge towards the four following main cognitive exploration strategies to build spatial 

mental maps [44] without vision. 

 The Grid strategy [22]:  users do systematic horizontal and vertical movements to locate all the 

elements depicted in the graphic.  

 The Perimeter strategy [22]: users follow the outline(s) of the graphic. With this strategy the user 

aims to identify the main element(s) in the graphics based on their shape(s).  

 The Cyclic strategy [15]. The cyclic strategy consists in browsing a series of elements in the graphics 

and finally coming back to the first element. The aim of this strategy is to memorize the relative location 

of different elements in the graphics. 

 The Reference point strategy [43]: it consists in touching different elements of the graphics located 

around one element called the reference point. This “star-like” strategy aims to understand the relation 

between graphical elements located around this landmark. Relying on this strategy, users intend to 

encode a reference that is efficient in building a mental image of the graphic. 

In addition to these studies in psychology, recent studies on interactive 3D printed maps [16] [24] and digital 

interactive graphics [2] [10] [17] [18] [26] studied exploration behaviors involving one or two hands. For instance, 

Guerreiro et al. [18] observed various two-handed strategies including symmetrical hand movements when 

exploring the graphic.  Interestingly, new technologies make it easier to track finger movements and can improve 

the research in the domain by providing new methods [6] [29]. 

2.4 Summary 

In summary, the related work on the exploration of tactile graphics by people with VI shows that the main 

focus of recent studies is more on the demographic factors that impact the identification and the recognition 

rates of graphics but maybe not enough on the exploration movements and the cognitive strategies behind 

them. Although Wijntjes et al. [46] have shown that hand movements on tactile drawings can be instructed to 

three categories (one-handed, two-handed alternately and two-handed simultaneously) and also observed that 

the two hands are moving during 83% of the exploration time, there is still a lack of research focusing on the 

finger movements (including the stops) done by people with VI when exploring tactile graphics. In fact, there is 

a need to propose a method to better describe hand movements and subsequently understand cognitive 

strategies behind them. In our study, we have developed a method for detecting tactile fixations inspired by 

ocular fixations. We have also observed three types of two-handed patterns based on tactile fixations: Anchor 

Point, Switching Fingers and Chaining Hands. 

3 TACTILE FIXATIONS: CONCEPT AND RESEARCH QUESTIONS 

In this section, we first introduce the concept of Tactile Fixations by drawing a parallel with eye fixations. Next, 

we introduce our research questions. 

3.1 Concept 

To introduce the concept of tactile fixations, we did a comparison with eye fixations although both are inherently 

different. When searching for a specific visual information, human eyes are either in movement (saccades) or 

still (fixations). The human eye can perceive information during the fixations, which are usually short, between 

200-300 ms [4] [5] [9] [40]. Researchers often analyze eye movements to assess the user’s attention and better 
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understand how images, texts or web pages are perceived [9]. Thus, the study of eye fixations informs on the 

attention devoted to the different regions of the image and the saliency of the visual content [5]. 

Previous research on tactile exploration (see related work) has already identified behaviors where the 

exploring hand stays still for a certain time during the exploration. We made the hypothesis that the eye fixation 

paradigm can apply to the tactile exploration of tactile graphics. More precisely, we suggest that tactile fixations 

are single behaviors that are associated and organized to set up different cognitive strategies. During fixations, 

fingers can detect salient elements of the graphic, but they can also be anchor points used to better understand 

the relationships between graphical elements, and hence the signification of the whole graphic. The main 

difference between eye and tactile fixations are related to the fact that: i) the hands can move along an outline 

and hence do not always jump from one element to the other; ii) the two hands are more independent than the 

two eyes, allowing complex two-handed strategies. 

3.2 Research questions 

“Tactile fixations” have been observed in previous work on tactile exploration [42] [46]. However, we know little 

about when and why they occur. To drive our investigation, we identified a set of research questions related to 

tactile fixations: 

1) How to detect tactile fixations?  

2) Do participants perform tactile fixations with both hands? 

3) Do tactile fixations vary according to the type of graphic?  

4) Do tactile fixations vary according to the exploration task? The hand movement may not be the same if 

the participant is doing a non-guided vs. guided exploration (i.e. to find the response to a question about 

the graphic). 

5) Can we relate tactile fixations to exploration patterns? 

To investigate these research questions, we did a behavioral study to collect finger movements related to 

two-handed exploration of different types of graphics explored with different instructions. 

4 BEHAVIORAL STUDY   

4.1 Participants 

We recruited 10 participants with visual impairments (4 females, 6 males) with an average age of 52.3 (SD = 

13) from a local special education center. Among them, eight were legally blind (according to the definition of 

U.S. Social Security Administration (SSA), people are considered as legally blind if the better eye – when using 

a corrective lens – has a central visual acuity of 20/200 or lower, or if the field of vision is smaller than 20 

degrees.) and two had limited residual vision (among the two participants with residual vision, one can only 

perceive light and shadows and the other can only perceive light and contrast. None of them can use its residual 

vision to understand drawings, and both were taught to explore tactile drawings. Although not mandatory, we 

blindfolded them to make sure they did not use any visual cues to identify the drawing without exploring it.). On 

average, blind participants lost sight at 10 years old (SD = 17). All the participants were right-handed and all of 

them read Braille with their left hand. The details of the participants are presented in Table 1.  

We conducted an interview to assess their level of expertise before starting data collection. Five participants 

reported that they had never received any training on raised-line graphic exploration. Five of them received 
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lessons on tactile exploration. Only one person reported using raised-line graphics daily. The other participants 

mentioned that they do not use them regularly: five participants do not have any raised-line graphics at home 

but can occasionally use them, and four participants do not have the need nor the opportunity to use raised-

line graphics. 

Table 1. Details of the participants 

ID Gender Age Degree VI Residual Onset age 

of VI 

Age 

learning 

Braille 

Braille 

expertise (1-

7) 

Dominant 

hand 

P1 M 45 Blind No 0 5 4 Right 

P2 F 61 Visually 

impaired 

Light & 

Contrast 

15 18 3 Right 

P3 M 62 Blind No 3 5 6 Right 

P4 M 68 Blind No 2 5 5 Right 

P5 F 37 Blind No 2 5 6 Right 

P6 M 46 Visually 

impaired 

Light & 

Shadow 

18 18 1 Right 

P7 M 45 Blind No 0 6 7 Right 

P8 F 63 Blind No 57 61 1 Right 

P9 F 48 Blind No 5 9 6 Right 

P10 M 48 Bind No 5 12 4 Right 

4.2 Raised-line graphics 

In our study, we introduced five different types of raised-line graphics including 2D Drawings, Drawings with 

Perspective, Mathematical Graphs, Geographic Maps, and Neighborhood-Building Maps. All the graphics were 

made with the assistance of a tactile document maker with 15 years of expertise and working in a special 

education center for people with VI, as well as with a blind people frequently using tactile documents. The 

graphics were printed on A3 sheets of Swell Touch Paper. The detailed information of these graphics are as 

follows: 

a) 2D Drawings. We selected 2D drawings from a set of 260 images designed in [41], which was created 

for being used in psychology experiments. We have selected graphics representing common animals 

only (Figure 1-A) in order to have graphics from a single family that users know. 

b) Drawings with Perspective. The drawings with perspectives were chosen from the same image set 

[41]. We separated 2D drawings from drawings that include perspectives because the perspective is 

a visual convention used to give solid objects drawn on a flat surface the appearance of depth and 

distance. Perspective does not correspond to any tactile experience but introduces additional 

difficulties during tactile exploration [12] [14]. In this category, we have selected tools of transportation 

(Figure 1-B) in order to get graphics from a single family that users know (similar to 2D drawings). It 

must be noted that, according to the tactile document maker, the details represented in our 2D 

drawings and drawings with perspective are not adapted for tactile exploration by people with VI due 
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to the occlusions and perspectives represented in the drawings. However, we included these drawings 

because similar ones have been used in different studies on tactile exploration in psychology [28] [36], 

especially in [31] that compared the accuracy and response time in identifying raised-line drawings. 

c) Mathematical Graphs. We have designed this set in accordance with [37]. Here, two types of 

mathematical graphs were included: line graphs that display information as a series of points linked 

by segments, and histograms with vertical or horizontal bars (Figure 1-C). For both types of graphs, 

the x- and y-axis were drawn with thick lines. We also added dashed lines to represent the main 

graduations on each axis. For line graphs, we used two different line styles (solid line and tight dotted 

line) to represent the series of data. For the histograms, we used different textures for different series 

of bars. The legend was added at the bottom right of the graphic. 

d) Geographic Maps. We have designed two types of geographic maps showing either the different 

regions of a country or the different cities of a country (Figure 1-D) [13]. The borders between 

neighboring countries were drawn with solid lines and the borders between regions were drawn with 

dotted lines. All the cities were represented by solid circles [12] and each city or region was associated 

with a Braille number for simplicity. The sea was represented by a specific texture and the caption was 

added at the bottom right of the graphic which includes two columns: the symbols in the left column 

and the Braille legend in the right column. 

e) Neighborhood-Building Maps (Figure 1-E). In the neighborhood maps, the streets was represented 

by solid lines (sidewalks and street width do not appear), as proposed in [3]. For additional elements 

on the map, we have used both solid dots or solid/empty triangles which are symbols recommended 

in [38]. The caption was added at the bottom right of the graphic. In the building maps, the walls are 

represented by solid lines and the gaps correspond to the doors. Each room is identified by a Braille 

number. 

 

  

Figure 1. Example of raised-line graphics used for behavioral study. A: 2D Drawings; B: Drawings with Perspective; C: 

Mathematical Graphs; D: Geographic Maps; and E: Neighborhood-Building Maps. 

4.3 Experimental setup  

During the experiment, participants were comfortably sitting in front of the raised-line graphic placed on a table. 

A GoPro Hero4 camera (60 Hz) was attached above the graphics. We painted the left and right index fingernails 

of the participants with red and yellow nail varnish respectively to track them using computer vision algorithms 
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(see section 4.5). The explanations about the experiment and instructions were read verbally to get participants’ 

consent. 

4.4 Task and Procedure 

The instruction can strongly influence how people explore tactile graphics [1]. Hence, we designed three types 

of tasks based on different instructions. Among the three tasks, the first two tasks focus on image identification 

while the third focuses on image comprehension. 

1) Free exploration (Free): the participant freely explores the graphic for up to 60 seconds until eventual 

identification.  

2) Exploration with context (Context): before the exploration, the experimenter mentions the graphic type. 

The participant then freely explores the graphic for up to 60 seconds until eventual identification.  

3) Purposeful exploration (Purpose): Before the exploration, the experimenter mentions the graphic type 

and provides an instruction related to the graphic elements. The participant explores the graphic for 

up to 90 seconds to answer the question.  

The questions differed according to the type of graphic. For 2D drawings or drawings with perspectives, they 

were forced choice questions with two levels (e.g. “is it a <animal 1> or a <animal 2>?”). We chose two similar 

animals not to make the task too easy. For the mathematical graphs, the questions were about comparing data 

(e.g. “Are purchases more important than sales in <year 1> or <year 2>?”). For geographical maps, questions 

were about distance or size (e.g. “Is <city 1> closer to <city 2> or <city 3>?” or “Is <region 1> larger than <region 

2>?”). For neighborhood maps, the questions focused on path departure and arrival (“Between departure and 

arrival points on that path, which one is the closest to a grocery?”). Finally, for building maps, the questions 

were about comparing different rooms (e.g. “Is <room 1> closer to <room 2> or <room 3>?”).  

The experiment followed a within-subject design with two factors: the type of graphics (2D Drawings, 

Drawings with Perspective, Mathematical Graphs, Geographical Maps and Neighborhood-Building Maps) and 

the task (Free, Context, and Purpose). The study was divided into three blocks corresponding to each of the 

three tasks. Each block was composed of 10 trials with two raised-line graphics of each type. Within each block, 

the order of the trials (graphics) was randomized. The order of the blocks was always the same for all the 

participants: 1) Free, 2) Context, and 3) Purpose. The maximum duration for each trial was 60 seconds (Free 

and Context tasks) or 90 seconds (Purpose). During the experiment, users were free to take a break between 

blocks. 

4.5 Methods 

In total, each participant explored 30 raised-line graphics. We collected: 3 (tasks) * 5 (types of graphics) * 2 

(repetitions) * 10 (participants) = 300 trials. 

4.5.1 Finger Tracking Algorithm 

In order to detect tactile fixations, we tracked the participants’ finger movements by leveraging color tracking 

algorithms. Our tracking algorithm is based on a series of image processing techniques that enable us to detect 

predefined colored patches (color on nails) in each video frame. More precisely, the main steps of our method 

are: 1) Gaussian Blurring with the aim of reducing image noise and enhancing image structures; 2) HSV color 

space transformation. HSV (Hue, Saturation, Value) color space is an alternative representation of the RGB 
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color model. It is often used for object detection and tracking in computer vision; 3) Colored patch tracking in 

each video frame; 4) Corrosion operation to decrease the size of the detected colored patches, which can be 

used to discard small and meaningless targets; 5) Region expansion aiming at increasing the size of meaningful 

colored patches, so that neighboring colored points are merged. 

We applied our finger tracking algorithm on 296 videos (4 videos were discarded because the participants’ 

head was accidentally recorded). Duration of the videos differs according to the participants and tasks. They 

are between 12 and 90 seconds long, and the average duration is 54.8 seconds. We calculated the hit rate of 

our finger tracking algorithm which is the ratio between the number of frames with finger detection and the total 

number of frames in all the trials. To make sure we can obtain a high hit rate, we conducted a data cleaning 

process: we developed a Python program to play each video frame by frame. For each frame without finger 

tracking, we manually verified the reason. If the missing tracking occurred when the finger was out of the image 

or when another finger was masking the colored patch, we moved to the next frame. If the absence of tracking 

was due to the performance of the finger tracking algorithm, we manually added a tag in the video. Finally, the 

hit rates for the left and right index fingers were respectively 98.0% and 97.3%. The missing detections were 

due to the reasons presented earlier. 

4.5.2 Detection of Tactile Fixations 

As said earlier, we define a tactile fixation as the exploring finger being stationary within a given spatial and 

temporal window. Due to the technical similarity between eye fixations and tactile fixations, we applied the 

Dispersion-Threshold Identification (I-DT) algorithm that was initially used for detecting ocular fixations [40]. The 

I-DT algorithm is relatively simple to use compared to other algorithms that generally require specific data. For 

I-DT, only two parameters are needed: maximal spatial dispersion and minimal fixation duration. Both 

parameters are important since they define the tolerance of the detection algorithm. Increasing dispersion or 

decreasing duration leads to detecting more fixations. It is important to note two observations: i) hand 

movements are more continuous than eye movements and sometimes jump from one element to the other 

(saccade like movements). Hence, it is possible to detect very short tactile fixations if the fixation duration 

threshold is too low; ii) a finger is not rigorously static during a fixation. In fact, it is slightly moving to retrieve 

information about the underlying element. Hence, the spatial dispersion threshold must tolerate these small 

movements. 

Therefore, an important question concerning the use of I-DT algorithm is the value of the two parameters. 

The threshold values of the eye fixations (usually between 20-50 pixels for the dispersion and 200-300 ms for 

the duration) are not applicable for tactile fixations because the hand movements are less accurate and slower 

than eye movements. The minimum fixation duration and the maximum spatial dispersion should be greater 

than for eye fixations. Considering our setting, we used 50 pixels for dispersion, which corresponds to 14 mm 

(the correspondence between 50 pixels and 14 mm is specific to the conditions of our study. It depends on the 

distance between the camera and the surface and on the camera lens being used too). The value of 50 pixels 

(e.g. 14 mm) is large enough for detecting a tactile fixation since the average dimension of an index finger is 9 

mm width and 16 mm length [36]. We used 500 ms as the minimum fixation duration because it discards very 

brief fixations during exploration. Using a shorter duration would result in detecting a very large number of 

events that are not relevant.  
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4.5.3 Statistical tests 

For all the measured variables, we firstly used a Shapiro-Wilk or Anderson-Darling (if the number of data is 

more than 5000) test to determine if their distribution was normal. If not, we tried to transform the data to get a 

normal distribution with a Box-Cox transformation [39] and then conducted an ANOVA. For the data that could 

not be transformed, since our study followed a within-subject design, we conducted a Friedman test which is 

specifically intended for non-parametric data.  

4.6 Results 

In this section, we first report the identification rates (i.e. how well participants completed each task). Then we 

detail our findings on the temporal distribution of tactile fixations. We then conduct a systematic analysis of 

tactile fixations on the graphics inspired by different methods indicated in [8] and we describe three recurrent 

movement patterns involving one or two hands. 

4.6.1 Identification rate and correct answers rate 

We calculated the graphic identification rate for the Free and Context tasks, as well as the percentage of correct 

answers for the Purpose task.  Participants had an identification rate of 32.9% (CI [22.1%, 43.7%]) in the Free 

task and 60% (CI [49.0%, 70.9%]) in the Context task. The percentage of correct answers in the Purpose task 

was 80% (CI [67.7%, 92.3%]).  

4.6.2 Tactile Fixations 

To get comparable results for the two hands, we conducted a preprocessing step to discard fixations detected 

on legends. The rationale for excluding these fixations comes from [1], which indicated that people with VI more 

often use their left hand to read Braille (especially legends). Therefore, we ignored these fixations to remove 

the effect of legends when comparing the two hands. In total, we detected 13209 fixations for all users (instead 

of 14975 fixations before the preprocessing phase).  

 

Figure 2. Distribution of tactile fixations according to fixation duration. 
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We generated a distribution of the tactile fixations (see Figure 2). From this figure and the original data, we 

can make four observations: 1) The durations of tactile fixations vary from 500 ms to 48 s (very long fixations 

correspond to “forgotten hands”, see discussion); 2) The number of tactile fixations decreases when the fixation 

duration increases with a lognormal distribution; 3) 84.3% of the tactile fixations are less than 1-second-long; 

4) There is a peak of the durations between 550 and 600 ms. 

4.6.3 Number of Tactile Fixations 

We analyzed the number of fixations according to three variables: Hand, Graphic Type and Task. The Shapiro-

Wilk test showed that the number of tactile fixations does not follow a normal distribution (w = .98, p < .001). 

We transformed the distribution to normal using Box-Cox (after the transformation, the distribution was normal 

with p = .189). The ANOVA on the transformed data showed a significant difference between the numbers of 

tactile fixations according to both Hand (F = 11.94, p < .001) and Graphic Type (F = 7.89, p < .001), but not to 

the Task (F = .13, p =.878). There is also an interaction between Task and Graphic Type (F = 3.33, p < .001).  

The average number of tactile fixations was 24.2 on the left finger and 20.4 on the right finger (see Figure 3-

a). Although the tactile fixations on the legend areas have been discarded, we still observe more fixations with 

the left finger than the right finger.  

The Tukey post-hoc test showed a significant difference between 2D Drawings and the four other types of 

graphic (Drawing with Perspective: p = < .01, Geographic Map: p < .05, Mathematical Graph: p < .001, 

Neighborhood-Building Map: p < .01). The average number of fixations was  smaller for  2D Drawings (17.8) 

than for Drawings with Perspective (22.9), Geographic Maps (22.4), Mathematical Graphs (25.2) and  

Neighborhood-Building Maps (23.3), as illustrated in Figure 3-b.  

 

Figure 3. a. Average number of left and right tactile fixations, b. Average number of tactile fixations according to the type of 

graphic. (95% CI). 2DD: 2D Drawings; DwP: Drawings with Perspectives; GM: Geographic Maps; MG: Mathematical 

Graphs; NBM: Neighborhood Building Maps. 

 

Concerning the interaction between Task and Graphic Type (p = 0.012, see Figure 4), the Tukey post-hoc 

test shows that there is a significant difference between the number of fixations on 2D Drawings and the number 
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of fixations on Drawings with Perspective (p < .05), Mathematical Graphs (p < .001) and Neighborhood-Building 

Maps (p < .001) for the Purpose task. We did not find such difference between 2D Drawings and the other 

graphics for the Free and Context tasks (see Figure 4).  

 

Figure 4. Number of fixations according to the Task and Graphic Type. (95% CI) 

4.6.4 Duration of Tactile Fixations 

The Anderson-Darling test (instead of Shapiro Wilk test because we had more than 5000 samples) shows that 

the fixation durations do not follow a normal distribution (A = 2890.2, p < .001). Since the distribution cannot be 

transformed to normal, we used a Friedman test which shows that there is a significant difference of fixation 

durations according to Hand (p < .01), Graphic Type (p < .001) and Task (p < .001). There is also an interaction 

between Task and Graphic Type (p < .001).  

The overall average fixation duration was 897 ms. As shown by the Friedman, it is significantly shorter with 

the left hand (835 ms) than with the right hand (970 ms; see Figure 5-a).   

 



 

13 

 

Figure 5. Fixation duration according to: a: the hand; b. the type of graphic; and c. the task. (95% CI). 2DD: 2D Drawings; 

DwP: Drawings with Perspectives; GM: Geographic Maps; MG: Mathematical Graphs; NBM: Neighborhood 

Building Maps. 

Regarding the Type of Graphic, a Pairwise Wilcox test with Bonferroni adjustment shows that there are 

significant differences between 2D Drawings and three other types of graphics (Geographic Maps: p < .05, 

Mathematical Graphs: p < .001 and Neighborhood-Building Maps: p < .01), as well as between Drawings with 

Perspective and three other types of graphics (Geographic Maps: p < .01, Mathematical Graph: p < .001 and 

Neighborhood-Building Map: p < .001).  Overall, fixations were shorter on 2D Drawings (813 ms) and Drawings 

with Perspective (810 ms) than on Geographic Maps (917 ms), Mathematical Graphs (973 ms), and 

Neighborhood-Building Maps (948 ms; see Figure 5-b).  

Regarding the Task, a Pairwise Wilcox test with Bonferroni adjustment shows that there is a significant 

difference between the Free and Purpose task (p < .001) and the Context and Purpose task (p < .001). The 

average fixation duration was larger for Purpose (1019 ms) than Context (829 ms) and Free (834 ms), as  

illustrated in Figure 5-c. 

 

Figure 6. Average duration according to the Task and Graphic Type. (95% CI) 

Concerning the interaction between Task and Graphic Type (p < .001), we found that: 1) the aforementioned 

difference between 2D Drawings, Drawing with Perspective and the other types of graphic, is only true for the 

Purpose task (both p < .001). 2) The fixation durations for Geographic Maps, Mathematical Graphs and 

Neighborhood-Building Maps, are significantly longer in the Purpose task than in the two other tasks (both p 

< .001; see Figure 6). 
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4.6.5 Exploration Patterns 

In our study, we started questioning the role of tactile fixations during the exploration of a whole graphic. More 

precisely, we looked for patterns that include successive tactile fixations. We first tagged the 296 videos with 

the occurrences of tactile fixations. Then we watched all the videos to tag exploration patterns relying on tactile 

fixations. Among the 296 videos, 98% of the videos showed two-handed exploration. This is in line with [46], 

which suggests that when the workspace is large enough (A3 format in our setting), there are more two-handed 

movements and the identification of the graphic is improved. We classified two-handed patterns including tactile 

fixations into the three following categories: 

1) Anchor Point. In this pattern, one finger remains steady (long tactile fixation) on the anchor point while 

the other hand moves around the graphic (with eventual short tactile fixations) (see Figure 7). In 

general, the aim of this pattern is to do a comparison between graphic elements according to the 

anchor point. The aim is probably to create orientation and distance relations between graphic 

elements. 

 

Figure 7. Conceptual illustration of the Anchor Point pattern. The right index is anchored to a point while the left index 

explores various other elements of the graphic. 

In the Figure 8 we can identify at least one Anchor Point pattern observed with subject No. 9 exploring a 

geographical map in the Purpose task. It started with a long anchoring of the right finger (red square No. 21), 

during which the left finger performs many short fixations (blue circles No.22 to 27) at the top of the graphic.  

 

 

Figure 8. Example of an Anchor Point pattern. Tactile fixations with left (circles) and right (squares) hands. Numbers 

correspond to the tactile fixations order. Blue color for “short” fixations (0.5 to 1 s) and red color for “long” fixations (> 5 s). 
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2) Switching Fingers. In this case, the user first selects a specific point as the anchor point with one 

hand (tactile fixation). Then he changes the finger that holds the anchor point (Figure 9). Most often 

the switch occurs between left and right index fingers (or vice versa). 

 

 

Figure 9. Conceptual illustration of Switching Fingers pattern. The right hand is in the center of the map while the left hand 

explores the left side of the map. After a while, the left hand replaces the right hand on its anchor point and the right hand 

explores the right side of the map. 

Figure 10 illustrates a Switching Fingers pattern between the right and left fingers with subject No. 8 during 

the exploration of a geometric map in the Free task. The right finger is holding an anchor point in the middle of 

the graphic (orange square No. 2), during which the left finger is exploring on the left part of the graphic (fixations 

No. 1, 3 and 4). Then, the left finger replaces the right finger on fixation No. 5; and the right index explores the 

right side of the graphic (fixations No. 6 and 7). 

 

Figure 10. Example of an observed Switching Fingers pattern. Tactile fixations with left (circles) and right (squares) hands. 

Numbers correspond to the tactile fixations order. Blue color for “short” fixations (0.5 to 1 s) and orange color for “middle” 

fixations (>1 s but < 5s). 

3) Chaining Hands. This pattern appears when the right hand follows the left hand (or vice versa) from 

one anchor point to another one (see Figure 11). In addition, Figure 12 illustrates a Chaining Hands 

pattern observed with subject No. 3 during the exploration of a geometric map in task Free. In this 

example, the right hand (squares) follows the left hand (circles). The fixations No. 1 and 2 are the first 

ones (left and then right hand on the anchor point) on the left part of the graphic. Then both fingers go 

to the middle of the graphic (fixations No. 3 and 4). The same pattern (left and then right hand) appears 
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again with fixations No. 6-7, No. 8-9 and No. 10-11. This pattern was frequently observed on points of 

interests in the graphics but also during Braille reading. 

 

 

 

Figure 11. Conceptual illustration of Chaining Hands pattern. The right hand is on the rabbit's foot; it is joined by the left 

hand. The right hand goes on the muzzle of the rabbit and is followed by the left hand. The right hand goes on the ear of 

the rabbit, etc. 

 

Figure 12 : Example of an observed Chaining Hands pattern. Tactile fixations with left (circles) and right (squares) hands. 

Numbers correspond to the tactile fixations order. Blue color for “short” fixations (0.5 to 1 s). 

5 DISCUSSION 

In the discussion, we first answer the research questions that were introduced in this paper and then we discuss 

the main limitations as well as recommendations for future work. 

5.1 Can we detect tactile fixations? 

The results show that it is possible to detect tactile fixations on two-handed movement data related to tactile 

graphics exploration. The I-DT algorithm that we chose provides valuable results. They show that the number 

and duration of fixations vary according to the hand being used, the type of graphic and the task being 

performed. The values that are chosen for dispersion and duration in this algorithm will modify the number of 

“very short” fixations. Although we spent a lot of time trying to find a minimum duration threshold in the 

distribution of tactile fixations, we have not converged towards an indisputable value, and we finally chose a 
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threshold (500 ms) that makes sense according to the tactile exploration behavior (hand movements are not as 

quick as eye movements). This was not prohibitive in our case because we have carried out a comparative 

behavioral experiment (number of fixations according to different variables). However, future work will have to 

ask the question about the separation between slow contour-following movements and tactile fixations on 

graphic elements. It could be that this threshold does not exist and that there is a continuum in tactile fixations 

duration (i.e. the observation of “very short” tactile fixations during smooth movements).  

Our results also show that the duration of tactile fixations varies from short fixations – starting at 500 ms in 

our case – to very long fixations. The longer one was 48 seconds long, but 80% of the fixations are less than 

one second long. Looking at the videos, we observed that some very long fixations correspond to a “forgotten 

hand”, which means that the subject is focusing on the other hand only. It is an open question to assess the 

role of what we call “forgotten hand”. In the videos, we observed that these tactile fixations are less than 2%. 

Other long fixations seem more clearly made on purpose and occur when participants are required to answer 

specific questions (i.e. the Purpose task in our study, see section 5.3). This observation suggests that users 

rely on longer fixations to answer the question because they have to find the different elements for providing 

the answer with the other hand, relying on the different exploration patterns that we identified. Answering 

specific questions requires more attention but the question is open to verify whether long fixations systematically 

correspond to higher cognitive loads. 

5.2 Do users perform tactile fixations with both hands? 

Both hands do tactile fixations during exploration, but, in line with [1], our results show that there are significantly 

more fixations with the left hand than with the right hand, independently of the graphic type or ongoing task. On 

the contrary the duration of tactile fixations is generally longer on the right hand than on the left hand. Among 

all the trials, we found 109 fixations longer than 5 seconds with the right hand, against only 46 with the left hand. 

This tradeoff between the number and the duration of tactile fixations is not easy to interpret but may reflect the 

fact that the left hand is more often used as a probe to find elements in the graphics whereas the right hand is 

more often used as an anchor to build topographic relationships between elements included in the graphic.  

5.3 Do tactile fixations vary according to the type of graphics and the exploration task? 

Our results show that there is a significant effect of the graphic type on the number and duration of tactile 

fixations. As mentioned by the tactile document maker that we consulted, 2D drawings with and without 

perspective are not suitable for tactile exploration. Besides, the other three categories of graphics have been 

designed to be interpretable for tactile exploration. One can therefore imagine that there are more areas of 

interest in these adapted graphics and that it is easier for users to make sense of them. This could explain the 

main difference in the number and duration of tactile fixations. 

Another interesting result concerns the observation of significantly longer fixation durations during the 

"Purpose" task. This is quite logical considering that in this task the users must relate different elements of the 

graph to answer the question. For example, for mathematical graphs - but this is also true for the other types of 

graphics - they must compare several points of interest in order to deduce the correct answer to the question. 

It is therefore not surprising that users make longer tactile fixations on one hand while the other hand explores 

the points to be compared. This is probably even more true if the number of comparisons needed to answer the 

question being asked increases, but this should be addressed in future work.  
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5.4 Can we relate tactile fixations to exploration strategies? 

Our results are in line with previous observations on exploration strategies showing that both hands are 

frequently doing stops as well as back and forth movements when exploring a tactile graphic [22] [43]. They 

suggest that tactile fixations are gathered into patterns which themselves can be grouped in time and space to 

build more elaborate cognitive strategies aiming to interpret the graphic. For example, the “point of reference” 

strategy mentioned by [43] is an assembly of Anchor Point patterns that allows the user to understand the 

relationships between an important element of the graphic and several other elements around it. The Switching 

Fingers pattern seems to be an adaptation of the Anchor Point pattern, which avoids crossing hands when 

exploring both sides of the graphic. In other words, both patterns would give evidence of the use of the same 

cognitive strategy but considering the constraint of the spatial layout of the graphic. During the Chaining Hands 

pattern, participants browse a series of elements of the configuration. This pattern can give rise to the cyclic 

cognitive strategy observed by [15]. It would reveal the intention to memorize a “route” or a succession of 

meaningful elements in the graphic. In addition, although the Anchor Point pattern has already been observed 

by Wijntjes et al. [46], the Switching Fingers and Chaining Hands patterns have never been observed before. 

We suggest that these two-handed exploration patterns are at an intermediate level and can be put together to 

give rise to higher level successful strategies that have been previously described (e.g. the reference point and 

cyclic strategies respectively observed in [43] and [15]). 

5.5 Lessons learned and implications for HCI and other fields 

The main contribution of our study is a method to track fingers movements and then to detect tactile fixations, 

which can be further used to assess the non-visual graphics exploration strategies involved. This method can 

have many implications for specialized teachers, document makers, designers and researchers. We detail 

different implications below: 

1) To our knowledge, there are instruction techniques related to how to explore tactile graphics at a higher 

level in special education for people with VI (start with reading the title, finding and exploring the legend, 

etc.). However, there is no recognized instruction technique relying directly on tactile fixations or 

exploration patterns based on tactile fixations. With our method, special education teachers can 

identify tactile fixations and exploration patterns leading to a better understanding of tactile drawings. 

They can then propose recommendations on how to better perform two-handed exploration of tactile 

drawings. 

2) Tactile document makers can easily observe that some important points of tactile graphics have not 

been touched or, on the contrary, that irrelevant points of the drawings were touched many times with 

long tactile fixations, which may reflect user’s confusion. They can then propose guidelines to better 

design tactile drawings. 

3) Interaction designers can design feedback for audio-tactile drawings (see [7]) that is coherent with the 

user’s behavior. For instance, during the discovery phase of a tactile drawing, there is no need to 

design feedback for short tactile fixations because they are too frequent, but one can add feedback on 

long fixations to assist the user’s exploration (e.g. naming the point). In addition, the system can inform 

users that some important points of the drawings have not been touched yet and indicate where they 

are. During the memorization phase (i.e. after the discovery phase), command menus can be added 

to relevant points of the drawing (points with long fixations) to better compare or memorize the relative 



 

19 

 

location of points of interest, and hence improve the comprehension of the drawing. Interestingly, these 

contextual menus will not interrupt the exploration process. 

4) Finally, researchers in psychology and HCI can use this method to better understand the exploration 

strategies of tactile drawing. Many questions related to the link between the observed behaviors, the 

involved cognitive strategies and the participants’ performances can be addressed. 

5.6 Limitations and future work 

There are limitations and open questions arising from this initial study on Tactile Fixations. The first limitation 

we can mention concerns the technical implementation of the Tactile Fixation detection algorithm. We opted for 

a visual tracking based on colors. Although this is easy to implement, illumination conditions and occlusions 

induce tracking breakdowns that we corrected by visually checking the videos (with our finger tracking algorithm, 

the average tracking loss rate was less than 5%). This is time consuming and not optimal. It would be interesting 

to use a more reliable tracking system. An infra-red motion capture system could ease tracking in lab conditions, 

but only if the sensors placed on the fingers do not hinder exploration. In terms of interpretation, our results 

need to be complemented by further analysis of the occurrences of exploration patterns and their concatenation 

to build more elaborate cognitive strategies. Beyond the detection of tactile fixations, it would be interesting to 

implement algorithms to detect exploration patterns in order to finally link them to cognitive strategies. Besides, 

we did not investigate the potential impact of tactile expertise on the fixations. Finally, thanks to our experimental 

design including three tasks (free, context, purpose), we have observed the differences in exploration behaviors 

according to the task being performed. This result confirms the hypothesis that we made by observing people 

with visual impairments exploring tactile graphics under different uncontrolled conditions. It opens up a set of 

research questions related to the impact of the task on exploration behaviors for which our tracking algorithm 

will be highly relevant. 

We also think about interesting future work based on Tactile Fixations. The concept of tactile fixations comes 

from research studies on eye fixations. In this domain, fixations can indicate the most salient elements in the 

visual scene, but they can also indicate the attention paid to certain elements in the scene [23]. Similarly, tactile 

fixations can be used to identify the salient elements of the tactile graphic, but also the elements - salient or not 

- on which the user is focusing his/her attention. As mentioned in the previous section, these analyses can lead 

to design better tactile graphics, inducing less difficulties during exploration, and they can also inform the design 

of more usable interaction techniques with hybrid or digital graphics [11]. For example, one can imagine that 

command menus appear as a function of the time spent exploring certain elements of the graph or when certain 

behavioral patterns - such as the Anchor Point - are detected. Such a system could help young users with visual 

impairments, who are learning to read tactile graphics, to interpret them more easily. 

6 CONCLUSION 

In this work, we proposed a behavioral marker that we called “tactile fixation”, which can help to understand 

how people with VI explore raised-line graphics. The results from analyzing a large data set of finger 

explorations, collected through a controlled study with participants with VI, demonstrate that such fixations not 

only exist, but also can help to explain the different behaviors observed during the exploration of tactile graphics. 

We are convinced that future research on tactile fixations can provide valuable insights on how to design better 

tactile graphics but also on the difficulties observed during the exploration of tactile documents by people with 
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visual impairments. We also think that it can inform the design of more usable interaction techniques helping to 

explore and understand non-visual digital graphics. By introducing such a novel marker, we hope that our work 

will inform future research and open new research questions with the common goal of improving the accessibility 

of graphics to people with VI. 
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